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Abstract

The genome sequences of multiple species has made possible func-
tional inferences from comparative genomics. A primary objective is
to infer biological functions from the conservation of homologous DNA
sequences between species. A second more difficult objective is to un-
derstand what functional DNA sequences have changed over time and
are responsible for species’ phenotypic differences. The neutral theory
of molecular evolution provides a theoretical framework in which both
objectives can be explicitly tested. Development of statistical tests
within this framework has provided much insight into the evolution-
ary forces that constrain and in some cases change DNA sequences
and the resulting patterns that emerge. Here, we review recent work
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on how functional constraint and changes in protein function are in-
ferred from protein polymorphism and divergence data. We relate
these studies to our understanding of the neutral theory and adaptive
evolution.
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1 Introduction

Evolution has left us with a fascinating puzzle. What are the DNA differ-
ences that distinguish species and how did these differences arise? Before this
question can be addressed we must know what DNA sequences in an organ-
ism’s genome are functional and how they are translated into the diversity of
biological functions seen in nature. Both of these questions can now, at least
to some extent, be answered through the comparison of multiple genome se-
quences. Although the methods of analysis have become quite sophisticated,
the idea behind this approach is quite simple. Functional DNA sequences
should be conserved over time and shared among closely related species,
whereas non-functional or neutral sequences are free to change. This ap-
proach has been particularly useful at identifying protein coding sequences
within a genome and will hopefully be as useful in identifying functional
non-coding sequences. However, even with all coding and regulatory DNA
sequences defined between two species, only a fraction of the DNA differ-
ences are relevant to the species’ biological differences. For instance, it is
well known that many changes in a protein coding region can change the
amino acid sequence of a protein without affecting its function. The devel-
opment of statistical methods used to infer whether changes in the amino
acid sequence of a protein are functional or neutral has been of interest to
both human geneticists interested in deleterious substitutions and evolution-
ary geneticists interested in adaptive substitutions.

The neutral theory of molecular evolution provides an essential frame-
work in which both functional DNA sequences can be defined and functional
changes can be identified. The neutral mutation random drift hypothesis
was proposed independently in 1968 by Kimura [45] and in 1969 by King and
Jukes [49]. The hypothesis was that the vast majority of DNA polymorphism
within a species and divergence between species is neutral or non-functional
with respect to fitness. Since its proposal, it has and still is intensely de-
bated as to what are the relative contributions of positively selected and
neutral mutations to DNA polymorphism and divergence. Positively selected
mutations concur a fitness advantage and are rapidly fixed whereas neutral
mutations follow a stochastic process of genetic drift through a population.
Regardless of the actual contribution of selection and drift, the neutral the-
ory has provided an invaluable theoretical framework in which both neutral
and selective models of molecular evolution can be tested. In its simplest
formulation mutations occur in a finite population of size N with rate µ per
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generation. Assuming the effective population size, N , and mutation rate,
µ, remain constant, at mutation drift equilibrium the rate of molecular evo-
lution k = µ, and the expected per site heterozygosity in a population under
the infinite sites model, H = 4Nµ [92]. Mutations which cause functional
changes and are deleterious to an organism are assumed to be eliminated
from a population and so do not contribute to either DNA polymorphism
or divergence. As will be discussed, relaxing this latter assumption is quite
important to understanding molecular evolution and is the main point of the
nearly neutral theory proposed by Ohta [66]. However, it should be noted
that despite known violations of even the simplest formulation of the neutral
model, it adequately describes many important features of DNA polymor-
phism and divergence data [47].

In this review, we will examine empirical and theoretical work on how
mutation, selection and drift affect the molecular evolution of protein coding
sequences, and how, with the proper controls for these forces, amino acid
changes with functional consequences and particularly those driven by posi-
tive selection can be identified. Although most research has been limited to
protein coding DNA, much of the theory and methods which will be discussed
are also applicable to non-coding DNA sequences.

2 Divergence

The protein sequence of hemoglobin and cytochrome c from multiple species
enabled the first estimates of the rate of protein evolution and indicated that
while each protein has its own rate of amino acid substitution the rate is con-
stant across phylogenetic lineages [105]. Subsequent work made it clear that
functionally important sites evolve more slowly than average [49] [13] and
amino acids with similar physicochemical properties are substituted more
often than dissimilar amino acids [105]. These observations are compatible
with the neutral theory, under which functionally important amino acid po-
sitions in a protein remain constrained while neutral substitutions constitute
the bulk of protein evolution. Two questions that immediately arise are: to
what extent can protein sequence diverge while protein function remains the
same, and to what extent do proteins’ function change? The answers to these
questions can, to some extent, be obtained from detailed characterization of
the rate of amino acid substitution within a protein over time compared to
the rate of substitution within neutral or non-functional sequences. Of par-
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ticular utility is a phylogenetic approach wherein an increase in the rate of
amino acid substitution in a protein along a single lineage of a phylogeny is
indicative of a change in selective constraint. Although mutation rate het-
erogeneities have not yet been fully characterized, the genome sequences of
closely related species will enable the full potential of this approach to be
realized.

2.1 Theory

The rate of molecular evolution, or rate of DNA sequence divergence be-
tween species, is a function of the rate of neutral, deleterious and advan-
tageous mutations, their selection coefficients and the effective population
size. Assuming mutations act independently of one another, the expected
rate of substitution is equal to the per generation influx of new mutations
into a population times their probability of fixation. In a randomly mating
population of constant size the probability of fixation is (1−e2s)/(1−e−4Ns),
where N is the effective population size and 2s is the selection coefficient of
the homozygote [44]. Thus, the probability of fixation of a neutral substitu-
tion is 1/2N and the rate of neutral substitutions is µ since every generation
2Nµ new neutral mutations arise in a diploid population of size N . The rate
of adaptive substitutions is approximately 4Nsµa, where µa is the mutation
rate to advantageous alleles [38]. The relative rate of selected compared to
neutral substitutions is shown in Figure 1. This result underlies one of the
major tenets of the neutral theory: functionally important sites will remain
constrained over time with high probability whereas neutral sites will evolve
at a much faster rate determined by the mutation rate. In an evolutionary
framework, function is defined with respect to fitness and functionally con-
strained sites are defined as those for which 4Ns << −1. Thus, functional
sites which when lost confer a fitness loss of as little as 0.1% are expected to
be constrained even in humans who have a small effective population size,
≈ 13,000 [103]. These results suggest that sites under positive and negative
selection can be identified by their having a rate of evolution greater than or
less than, respectively, the rate of neutrally evolving sites. However, muta-
tion rate heterogeneities, either within or between genomes, and fluctuations
in effective population size also influence the rate of molecular evolution and
so must be carefully accounted for. For instance, it is critical to control for
mutational heterogeneities in order to distinguish between mutational cold-
spots and functionally constrained sites in cross genome comparisons.
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2.2 ka/ks test

In protein coding sequences positive or negative selection can be tested for
by a rate of amino acid substitution greater than or less than the neutral
substitution rate, respectively. The ka/ks test does this by comparing the
rate of amino acid substitutions to the rate of synonymous substitutions,
which are assumed to be neutral. Synonymous substitutions are those that
do not change the amino acid sequence of a protein and typically are found
in the third but sometimes first position of a codon. Assuming synonymous
sites are neutral they serve as an excellent internal control for spatial and
temporal mutational heterogeneities because they are interleaved with non-
synonymous, or amino acid altering sites. Although synonymous sites may
not always be neutral this probably does not much affect the results of the
test, as will be discussed later.

2.2.1 Estimating ka/ks

Estimating ka/ks involves two steps: estimating the effective number of syn-
onymous and nonsynonymous (amino acid altering) sites and estimating the
synonymous and nonsynonymous substitution rate from the number of syn-
onymous and nonsynonymous differences between two sequences. These es-
timates require that a mutation model be specified and can be quite sensitive
to the assumptions of the model. Most models assume a poisson process, i.e.
mutations occur independently and with a constant rate. The simplest model
is to assume equal base frequencies and equal probability of mutation among
the four bases. Under this model the effective number of synonymous sites
can be approximated as 1/3 the number of two-fold plus all the four-fold de-
generate sites and the rate of synonymous and nonsynonymous substitution
between two sequences can be estimated by d = −3

4
ln(1− 4

3
p) [43], where p is

the proportion of synonymous and nonsynonymous differences, respectively.
When divergence is high d is much greater than p to correct for multiple
mutations at the same site and d becomes biased as sites becomes saturated
with many substitutions per site. A maximum likelihood estimator of ka/ks
has also been developed from the probability of substitution between codons
P (t) = eQt where Q is the rate matrix and t is time [32]. The maximum
likelihood estimate is often quite similar to the approximate estimate for low
levels of divergence but is not biased when divergence is high [100].

Estimates of ka/ks are quite sensitive to the underlying mutation model
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that is assumed. Most importantly, differences in the rate of transition and
transversion mutations must be accounted for since synonymous mutations
are more often transitions than transversions. Unequal base composition is
often found at first, second and third positions in a codon, reflecting both
mutational and selective forces [55]. For amino acid altering sites selection is
likely the dominant force, whereas for synonymous sites both forces have been
shown to be influential. Comparison of base composition at synonymous and
intergenic sites, assumed to be neutral, shows codon usage bias, or biased
base composition among synonymous codons, can in part be explained by
mutational biases which are expected to affect both coding and noncoding
sequences [40] [88]. However, codon bias is often more extreme than base
composition biases in surrounding regions and this remaining codon bias
is best explained by weak selection |2Ns| ≈ 1 − 3 acting on translational
accuracy or efficiency or some other character affecting fitness such as mRNA
secondary structure [1].

Both maximum likelihood and approximate methods have been developed
to account for mutational biases [100]. These range from a two parameter
model, which accounts for different rates of transitions and transversions,
to a 61 parameter model which accounts for unequal usage of all codons.
Substantial biases in ka/ks estimates are obtained when the incorrect muta-
tional model is used [100]. A common observation is a high G+C content at
third positions within a codon. It is easy to see that as third positions reach
saturation the number of differences per site is expected to be greater than
the maximum of 3/4 expected under the Jukes-Cantor model [43], and pro-
duce an overestimate of the substitution rate. Because mutation parameters
are typically not known they must be estimated from the data. These are
then used to calculate both the effective number of synonymous and nonsyn-
onymous sites and estimate the number of synonymous and nonsynonymous
substitutions. When there are multiple substitutions within a codon more
than one order of events is possible and the number of synonymous and non-
synonymous substitutions depend on this order. Most methods estimate the
probability of a nonsynonymous compared to synonymous substitution from
codons with only a single change and then weight the order of events by
their probability of occurrence [100]. For this reason and because of multiple
mutations at a single site, ka/ks estimates are not reliable when either ka or
ks is greater than one.

More complex mutation models have also been developed to account for
variable mutation rates across sites [31]. Accounting for CpG sites, which
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mutate at a rate 10 to 15 times higher than non-CpG sites in humans [37]
[50], is important to estimating substitution rates [70] but is not commonly
done. Finally, nonstationary nucleotide content can bias ka/ks estimates but
is rarely incorporated into substitution models (but see [29]).

2.2.2 Application of the ka/ks test

The ka/ks test has been applied to numerous genes and is quite useful to un-
derstanding the selective constraints acting on the encoded proteins as well
as any changes in selective constraints. A ka/ks of 0.20 can be interpreted
as 80% of amino acid altering mutations within the protein being deleterious
or put differently 80% of the amino acid positions being functionally con-
strained. The average ka/ks between human and rodent is 0.18 using 1880
orthologous genes [58], 0.15 using 2112 genes [41], and the median of 12,615
human and mouse orthologues is 0.12 [89]. The average ka/ks along the
lineage leading to D. melanogaster is 0.20 and to D. simulans is 0.12 from 44
genes [18]. Between Escherichia coli and other bacteria the average ka/ks is
0.08 from 3106 genes [42]. Thus, most proteins are tightly constrained. The
magnitude of the difference between the synonymous and nonsynonymous
substitution rates has been shown to be quite useful for identifying exons
from divergence data [62].

From genomic studies and from surveys of the literature [16] [56] less
than 1% of genes have a ka/ks ratio that is significantly higher than one.
Most of these genes are involved in sexual selection or disease resistance [98].
These results indicate that most proteins are highly constrained and only a
few proteins evolve rapidly under positive selection for a change in protein
function. However, the ka/ks test, while robust, is likely too conservative
in detecting proteins that have evolved under positive selection between two
species. The reason is that some regions of constraint within a protein are
likely maintained during the evolution of a new or improved function of a
protein. These regions will lower the overall rate of amino acid substitution
within a protein below the neutral rate unless the adaptive regions evolve
at a rate fast enough to bring the average ka/ks of the entire protein above
one. Alternatively, the period of adaptive evolution and rapid amino acid
substitution may only occur for a short time period followed by selective
constraint on the new or improved protein. For instance, the Odysseus gene,
identified by its involvement in reproductive isolation in Drosophila, has un-
dergone 7 amino acid changes in its homeodomain in 700 million years of
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divergence, whereas 10 amino acid substitutions have occurred in a half mil-
lions years along the lineage leading to D. mauritiana [86]. Estimation of
negative selection is also inhibited if spatial and temporal constraints are not
accounted for. A number of methods have been developed to account for
positive or negative selection limited in time or to a subset of amino acid
positions within a protein.

2.2.3 Codon based ka/ks tests

An alternative to estimating the average ka/ks of an entire protein, ka/ks
can be estimated for protein domains or codons within a protein. Doing
so has greatly facilitated both identifying proteins under positive selection
and better describing functional constraints on a protein [5] [64] [102] [98].
Both a maximum likelihood and maximum parsimony method have been
implemented to account for heterogeneous selection pressure among sites.

Within a maximum likelihood framework codons can evolve at different
rates under a variety of mutation models [32]. In general it is assumed that a
fraction of amino acid positions within a protein are constrained ka/ks < 1,
a fraction are neutral ka/ks = 1, and a fraction are under positive selection
ka/ks >1. Positive selection is detected if the likelihood ratio test indicates
there is a significant improvement in the fit of the model to the data when
the fraction of sites evolving under positive selection is greater than zero.
Identification of the sites within each fraction is possible using a bayesian
approach [64]. A different approach is to use a maximum parsimony phy-
logeny to infer ancestral states of a sequence and then estimate ka/ks for
each codon within a protein [78][24].

In general, both maximum likelihood and maximum parsimony methods
provide vast improvements in describing the effects of both positive and neg-
ative selection on a protein, however, there are some drawbacks. The max-
imum likelihood method may depend on the initialization of the algorithm
due to multiple local maxima in the likelihood surface [79] and may also have
a high rate of false positives due to assumptions of the methodologies [80].
The maximum parsimony method does not incorporate many mutational bi-
ases and codon usage bias. While both approaches appear to have reasonable
power and reliability [3] [4] [79] [80], a large number of sequences that are
not too close or distantly related are required for such analyses.

Codons can also be categorized by the physical and chemical properties
of the amino acids they encode, and amino acid substitutions can be classi-
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fied as conservative and radical based on these properties [33]. Across many
proteins, the rate of radical amino acid substitutions is much slower than
that of conservative amino acid substitutions reflecting the greater strength
of purifying selection on changes that are more likely to affect the structure of
a protein [105] [34] [33] [95]. This classification also assists in the detection of
positive selection. Comparison of human and old world monkey orthologues
related to male reproduction revealed a significantly higher rate of conser-
vative amino acid substitutions to synonymous substitutions among the 11
most rapidly evolving proteins. In contrast, the most rapidly evolving pro-
teins unrelated to male reproduction showed constraint on both conservative
and radical substitutions [95].

2.2.4 Lineage specific ka/ks test

If a protein has experienced positive selection for a new or modified function,
the rate of protein evolution in the lineage subject to positive selection is
expected to be higher than other phylogenetic lineages. By constructing a
phylogeny and inferring the ancestral states of a protein, the ka/ks ratio can
be tested along each lineage of a phylogeny [61] [104] [25]. The drawback
of this approach is that it requires a true phylogeny and except for the case
of three species most phylogenies have considerable uncertainty. To avoid
this uncertainty a maximum likelihood approach was developed to estimate
ka/ks for each branch across all probable phylogenies weighted by their like-
lihood [99]. Applications of lineage specific tests for positive selection show
they greatly facilitate its detection [61] [97] and the combination of codon
and lineage specific estimation of ka/ks [101] provides a powerful means
of describing the effects of both positive and negative selection on protein
evolution.

2.3 Change in ka/ks

If the effective population size and the selective constraint on a protein re-
mains constant over time, ka/ks is also expected to remain constant. An
increase in ka/ks can result from a loss of constraint due to either a decrease
in effective population size or a decrease in selection intensity. Positive se-
lection can also increase ka/ks. Distinguishing between these possibilities
is important to understanding what evolutionary forces drive protein evo-
lution and why protein sequences differ in different species. A change in
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effective population size can be distinguished from a change in selection in-
tensity since a change in population size is expected to affect all genes along
a lineage whereas a change in selection intensity can be different for different
genes [20]. Thus, a change in the average ka/ks of many genes along a lin-
eage can be attributed to a change in effective population size and a greater
than expected variance in ka/ks can be attributed to changes in selection,
either positive or negative. Whether or not most proteins vary in their rate
of evolution is relevant to the molecular clock hypothesis [53], which states
that nearly all proteins have a constant but protein specific rate of amino
acid substitution [105].

2.3.1 Relative rates test

A change in the rate of evolution as measured by ka/ks can be tested for
using the relative rates test which compares pairwise rates of evolution us-
ing three or more taxa [93]. For three taxa a, b and c where a and b are
the most closely related, the distance between a and c is expected to be the
same as the distance between b and c. Maximum likelihood methods can also
be used to test for differences in ka/ks across lineages with the advantage
that pairwise estimates of ka/ks are not needed to calculate the ka/ks ratio
along different branches [99]. Using artiodactyl as an outgroup the average
ka/ks along the primate lineage, 0.27, is significantly greater than along the
rodent lineage, 0.17 [68]. This difference can be attributed to the presum-
ably smaller effective population size along the primate compared to rodent
lineages. In addition to a difference in the average ka/ks, the index of dis-
persion (variance/mean) of the substitution rate is high for both ka (5.6) and
ks (5.9) [68]. For a poisson process the index of dispersion is expected to
be one, but if selection has made slight but individually insignificant lineage
specific changes in the rate of ka or ks the index of dispersion is expected to
be greater than one [30]. In Drosophila the index of dispersion of ka and ks
is greater than one in some but not all genes which may reflect mutational
heterogeneities, codon bias, or selection [83].

The genome sequence of closely related species has made it possible to
apply the relative rates test to all orthologous proteins among three genomes.
Of 2112 human-mouse-rat orthologues less than 1% show a significantly dif-
ferent rate of evolution along one lineage [58][41]. Similar results were ob-
tained from the comparison of closely related bacterial and archaeal species
[41]. The small number of orthologous genes which have a variable rate of
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evolution supports the molecular clock hypothesis and makes many proteins
quite useful for phylogenetic studies.

2.3.2 Duplicate genes

In contrast to the often constant rate of evolution of orthologous genes, an
increase in the rate of evolution is often observed in paralogues following gene
duplication. This is expected if adaptive evolution often proceeds through
gene duplication followed by the evolution of new function [65]. The com-
parison of orthologous and paralogous genes provides a powerful approach to
inferring functional changes within a protein [35] [6]. Orthologues perform-
ing the same function should be under the same selective constraints and
should have the same rate of evolution. If a duplicate has maintained the
same function, the location of its conserved domains and its rate of evolution
are expected to be equal to that of its orthologue and paralogue. Duplicates
of this nature may arise when the expression of a protein is needed in a
new tissue or stage of development without any accompanying change in the
amino acid sequence. If a duplicate has evolved a new function, its rate of
evolution is expected to be greater than that of its orthologue and paralogue.
However, an alternative explanation for rapid evolution following gene dupli-
cation is loss of constraint due to complete or partial loss of function in one
or both duplicates. If the duplicates subfunctionalize the original protein’s
functions, both duplicates are expected to have a higher rate of evolution
[57] [27]. Distinguishing loss of constraint from rapid evolution driven by
positive selection is quite difficult since loss of constraint often precedes the
evolution of new function. The inference of a change in function or constraint
is facilitated by examination of a protein’s structure and the types of amino
acid changes that distinguish paralogues [6].

Comparison of orthologues and paralogues from two pairs of closely re-
lated bacterial and three closely related eukaryotic species revealed the ka/ks
of paralogues is two to three times greater than that of their unduplicated
orthologue [52]. In support of the subfunctionalization model, of 105 pairs of
genes, only five evolved at significantly different rates following duplication.

2.4 Genome comparisons

The genome sequences of closely related species makes it possible to quantify
the frequency of positive and negative selection in the genome and address
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a number of new questions. Distantly related organisms cannot easily be
compared since synonymous and other unconstrained sites become saturated
and only proteins under considerable constraint can be identified as ortho-
logues. Even closely related species may contain genes that have evolved so
rapidly that they are no longer easily identified [87]. The sequence of the
human and mouse genome allows the neutral theory to be tested using the
ka/ks test. The median ka/ks of 12,845 putative orthologues is 0.115, and
few genes show ka/ks greater than one [89]. While this clearly demonstrates
the strong role of purifying selection in protein evolution it does not rule out
a significant contribution of adaptive substitutions due to the conservative
nature of the ka/ks test.

The human and mouse genomes also make it possible to characterize the
mutational biases and heterogeneities that have affected the divergence of the
human and mouse genome. These can then be used to further refine mutation
models and better estimate rates of neutral divergence either at synonymous,
nonsynonymous or non-coding sites. Not only is this important to estimating
ka/ks but also to identifying conserved non-coding sequences.

The most important parameter to estimate before function can be in-
ferred from sequence constraint or divergence is the mean and variance in
the rate of neutral substutitions. For a neutral sequence, the divergence be-
tween two species is the sum of the divergence that occurred since the split
of the two species, t, and the divergence between the two alleles in the an-
cestral population that went on to become fixed in the two species (Figure
2). The expectation of these two quantities is 2µt + 4Nu, where t is time
in generations, 2µt is the divergence that occurred after speciation and 4Nµ
is the divergence due to segregation of ancestral polymorphism before spe-
ciation. While the variance of 2µt is assumed to be poisson, the variance
of 4Nµ is greater than poisson since it includes the evolutionary variance
inherent to the coalescence process [82]. When there is recombination, each
locus in the genome is expected to have its own genealogical history and so
4Nµ is expected to be different for different genes in the genome. Further-
more, because reproductive isolation is not instantaneous, different regions
of the genome may become incompatible between species before others [85].
Thus, even in the absence of selective constraint and heterogeneous mutation
rates across the genome, rates of divergence can be quite variable across the
genome. This makes it difficult to infer selective constraint for a non-coding
region with low levels of divergence.

The comparison of the human and mouse genome show substantial vari-
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ability in rates of divergence across the genome [89]. In human baboon
comparisons there is more variation than expected from a poisson process
at both small, 10bp, and large, 100kb, scales [74]. Two approaches were
taken to estimate the mean and variance of the neutral substitution rate
between human and mouse. The first was to estimate the distribution of
ks from coding sequences and the second was to estimate ks from repetitive
elements as compared to their ancestral consensus sequence. This second
approach, however, assumes that G+C content is stationary over time. If
a transposable element with low G+C content arrives in a region of high
G+C content, evolution to high G+C content may be rapid and may lead
to biased estimates of the substitution rate [36]. So long as variation in the
neutral substitution rate occurs on a scale larger than that of the length of
functional conserved non-coding elements, hidden markov models should be
able to predict conserved regions using the surrounding region to estimate
the neutral substitution rate.

2.5 Independence

Thus far it has been assumed that amino acid changes within a protein oc-
cur independently of one another. The covarion model supposes that amino
acid substitutions are not independent of one another [26]. The degree of
dependence, or epistasis among amino acid substitutions, can be defined as
the average fraction of all codons within a protein whose state determines
the fitness effect of an amino acid substitution. Models which assume an
amino acid substitution can affect the fitness effects of subsequent substitu-
tions have been studied [81] and have been found to increase the variance in
the rate of evolution [69]. The fact that many human pathogenic amino acid
substitutions are present in non human species suggests numerous epistatic
interactions either within or between proteins [51]. Comparison of the human
and mouse genome revealed 160 examples of such from 7,293 disease associ-
ated amino acid mutations [89]. From 32 proteins with numerous pathogenic
alleles defined it was estimated that approximately 10% of amino substi-
tutions occur at sites known to cause pathogenesis [51]. This estimate is
independent of sequence divergence and has broad implications for studies
of molecular evolution which typically assume no fitness interactions among
sites (but see [40]). Epistasis is also known to occur between proteins, in
which case substitutions in one protein influence the fitness effects of a sub-
stitution in a second protein. These types of interactions are thought to play
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an important role in the Dobzhansky-Muller hybrid incompatibilities that
distinguish species [94]. To take advantage of these types of interactions a
method of detecting positive selection was developed which uses character
states and the subsequent number of amino acid changes along a lineage to
infer positive selection [12].

2.6 Selection on synonymous sites

The inference of positive or negative selection based on the ka/ks test as-
sumes changes at synonymous sites are neutral. In bacteria, yeast, nematode
and flies, codon usage bias ranges from highly biased genes to genes with al-
most no bias and this bias is presumably caused by translational accuracy
and/or efficiency since it is correlated with levels of gene expression [2]. In
primates and rodents there is no support for selection acting on synony-
mous sites, an observation that can be explained by their smaller effective
population size [88]. Using population genetic theory and Drosophila data,
the frequency of preferentially used codons can be explained by an intensity
of selection,/2Ns, between 0.1 and 3 [1]. The critical issue is the extent to
which the synonymous substitution rate is increased or decreased due to pos-
itive or negative selection on codon usage bias. For weak selection, 2Ns ≈ 1,
selection on synonymous sites will have very little effect on the rate of substi-
tution (Figure 1). Previous studies using approximate estimators of ks found
a strong negative correlation between codon bias and ks, however, maximum
likelihood estimators of ks show no correlation between ks and codon bias
in Drosophila [15] [60]. Thus, so long as ks remains unaffected by selection
on synonymous sites it may be used as a good approximation of the neutral
substitution rate.

3 Polymorphism

The ability to survey protein polymorphism provided the opportunity of as-
sociating protein polymorphism with phenotypic variation and/or natural
selection [54]. Despite surveys in numerous species most protein polymor-
phism appeared neutral with respect to fitness and function [47]. The only
evidence for abundant functional polymorphism under selection came from
amino acid mutations found at very low frequencies in a population, < 1%,
and were interpreted as deleterious mutations kept at low frequencies by pu-
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rifying selection [67]. However, the inference of deleterious mutations was
confounded by changes in population size which could also explain the data
[67] [90]. By examining the difference in the frequency spectrum of non-
synonymous to synonymous mutations within a population the effects of a
population’s demographic history are removed, as both nonsynonymous and
synonymous variation are affected by demographics. Thus far, both humans
[21], D. melanogaster [22] and E. coli [73] contain a large amount of low
frequency amino acid polymorphism which cannot be explained by demo-
graphics. Of particular relevance to humans is the frequency distribution
and identity of mutations (i.e. coding or non-coding) that contribute to hu-
man genetic diseases and phenotypes. If a large fraction of these mutations
are deleterious with respect to fitness they are expected to reside at low,
< 10%, frequencies in the population (see below). In contrast, if these mu-
tations are neutral they are expected to reside at much higher frequencies
on average, as proposed by the common disease common variant hypothesis
[72]. The relationship between fitness and human health can now be exam-
ined by comparing amino acid substitutions inferred to be deleterious from
polymorphism or divergence data to those found to be association with hu-
man genetic diseases. While it is possible to make inferences on a collection
of amino acid polymorphism, the identification of particular amino acid poly-
morphism under negative [75] and especially positive selection [19] is greatly
facilitated using linked neutral polymorphism, which is also expected to be
affected by selection.

3.1 Theory

Levels of DNA polymorphism within a population are a complex function of
mutation rate, effective population size, population history and selection. For
a population of constant size under the infinite sites model, the expected per
site heterozygosity or proportion of differences between two sequences is 4Nµ,
and the frequency spectrum of segregating sites is given by φ(x)dx = 4Nµ

x
dx

[92] [46]. The frequency spectrum of segregating sites reflects the balance
between an average of 2Nµ mutations which enter the population at a fre-
quency of 1/2N every generation and drift which results in the loss or fixation
of mutations. Positive selection increases rates of polymorphism and results
in more high frequency mutations compared to neutral mutations. Negative
selection removes mutations from a population and results only in low fre-
quency polymorphism. Thus, both positive and negative selection produce a
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skew in the frequency spectrum in comparison to neutral polymorphism (Fig-
ure 3). The accumulation of non-neutral sites at low and high frequencies
reflects the greater efficacy of selection at intermediate frequencies compared
to low or high frequencies where the sampling variance is high and substantial
drift of non-neutral mutations can occur. The influence of selection becomes
stronger than drift when the frequency of a mutation is greater than 1/4Ns
[17]. Thus, slightly deleterious mutations can reach higher frequencies than
strongly deleterious mutations, and in contrast to divergence data, selective
constraint can be quantified as a function of selection intensity.

3.2 Detecting selection

Positive and negative selection can be detected from the ratio of amino acid
to synonymous polymorphism, conceptually equivalent to the ka/ks test.
However, the ratio of amino acid to synonymous polymorphism changes as
a function of frequency and as a function of the intensity of selection. Con-
sidering just the effects of purifying selection, the ratio of amino acid to
synonymous polymorphism at a frequency of 1/2N is expected to be close
to one if the rate of polymorphism is measured using the effective number
of nonsynonymous and synonymous sites. Dominant lethals are eliminate in
a single generation. A longer period of time is needed to eliminate deleteri-
ous mutations and as a consequence they attain higher frequencies. Neutral
mutations are only eliminated by chance. Thus, the ratio of amino acid to
synonymous polymorphism is expected to be close to one at very low fre-
quencies and gradually decreases until only neutral polymorphism remains,
at which point the ratio of the per site rate of amino acid to synonymous
variation is expected to be equal to the selective constraint on a protein. Of
course when positive selection is present the ratio of amino acid to synony-
mous variation is expected to increase from intermediate to high frequencies
as well as for divergence (see below).

The frequency distribution of amino acid polymorphism can be used to
estimate the strength of positive or negative selection [73] and the fraction
of polymorphism which is neutral [67] [47]. Strongly deleterious mutations,
such as those causing severe human genetic diseases, are kept at very low
frequencies in a population whereas slightly deleterious mutations, such as
those contributing to complex human genetic diseases, are able to drift to
higher and even detectable frequencies (> 1%) in a population. Strongly ad-
vantageous mutations tend to lie at very low or high frequencies (Figure 3).
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Because amino acid polymorphism under selection tends to lie at either low
or high frequencies the ratio of amino acid to synonymous polymorphism at
intermediate frequencies is a slight overestimate of the fraction of nonsynony-
mous mutations which are effectively neutral, assuming no overdominance.
The difference in the ratio of amino acid to synonymous polymorphism at in-
termediate compared to low or high frequencies can be attributed to selection
[21].

3.3 Application to data

Polymorphism data is particularly useful for understanding deleterious mu-
tations because advantageous mutations spread quickly through a population
and so are rare compared to neutral mutations, and because deleterious mu-
tations are expected to be common at low frequencies in a population. Since
the earliest allozyme studies a substantial excess of low frequency amino
acid polymorphism was noted and attributed to slightly deleterious muta-
tions [67]. However, demographic effects such as an increase in population
size could also explain this excess of low frequency variation. A significantly
higher ratio of amino acid to synonymous variation at low compared to in-
termediate frequencies cannot be explained by an increase in population size
since both nonsynonymous and synonymous polymorphic sites should be
similarly affected. From two different polymorphism surveys totaling 181
genes, it was estimated that a half of low frequency (1-10%) amino acid
polymorphism is deleterious (a third of all amino acid altering single nu-
cleotide polymorphism, SNPs) and the average number of deleterious amino
acid mutations carried by an individual was estimated to be at least 500
[21]. Similar estimates were obtained by comparing population specific and
shared SNPs with the logic that neutral but not deleterious SNPs are able to
migrate across populations. The large fraction of slightly deleterious amino
acid polymorphism has implications for our understanding of rates and pat-
terns of molecular evolution since it is these mutations which first become
effectively neutral and are able to fix in a population with a smaller effective
size. These results are also relevant to the assumption that many common
complex human genetic diseases are caused by common alleles in a popula-
tion [72] [28] whereas both theoretical and empirical considerations suggest
nearly all of these alleles likely reside at a frequency of less than 10% [21]
[71].

A number of other methods have also been devised to determine what
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fraction of amino acid polymorphism is slightly deleterious. One approach
is to determine whether an amino acid polymorphism has functional con-
sequences based on protein structure annotations such as the location of
active or binding sites and disulfide bonds, or based on physical and chemi-
cal properties of an amino acid substitution such as the hydrophobicity and
electrostatic charge change and the effect on protein solubility. These mea-
sures must be calibrated using amino acid changes known to affect function.
Calibration can be obtained from amino acid changes annotated as causing
a human genetic disease [77] or from studies of the lac repressor or lysozyme
proteins for which function has been measured for nearly all possible amino
acid substitutions [11]. Using both structural and divergence data, estimates
of the fraction of amino acid polymorphism that is deleterious ranges from
20% [77] to 29% [11] and an individual is expected to carry 103 to 104 of
these mutations in their genome, respectively.

Another approach relies entirely on divergence data with the logic that
amino acid sites conserved over time are likely functional and deleterious
when mutated [63]. However, the opposite conclusions were reached using
this method; very few amino acid SNPs were found to be damaging to the
extent of affecting human health since 20% of SNPs were predicted to affect
function and the estimated rate of false positives was also 20% [63]. The
higher estimates of previous studies were attributed to not accounting for
false positives [11] and to estimates based on SNPs biased to an unrepre-
sentative set of genes [77]. However, the 20% estimate of the rate of false
positives comes from a single protein, the lac repressor, and it is not clear
that this estimate is applicable to other proteins.

The different estimates of functional or deleterious amino acid polymor-
phism likely stem from an important point relating to the definitions of ”dele-
terious”, ”functional”, and ”human health”, which can be defined as follows.
Deleterious mutations are those that affect fitness, are removed from a popu-
lation and rarely contribute to protein divergence. Functional mutations are
those that in the lab produce a detectable phenotype. Mutations affecting
human health are those that contribute to human genetic diseases. While
these categories of mutations obviously overlap their relationships are not
easily defined. The fraction of amino acid SNPs that affect human health
should be directly estimated. A further complication of using divergence data
to infer function is that many human disease alleles have been shown to be
present in mouse [51]. While constraint estimated from polymorphism data
does not suffer from this limitation there is no clear relationship between the
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fitness consequence of a mutation and its affect on human health, although
clearly the two must be correlated.

4 Polymorphism and Divergence

The comparison of polymorphism to divergence data presents the most pow-
erful means of disentangling the selective and demographic forces governing
protein evolution. The comparison is also the most difficult. One of the first
and now most widely used comparisons of polymorphism and divergence is
the McDonald-Kreitman test [59]. Originally proposed as a test for posi-
tive selection based on an excess of amino acid divergence compared to that
expected based on levels of polymorphism, the test is equally capable of de-
tecting negative selection based on an excess of amino acid polymorphism
compared to divergence [84]. In fact, a higher ratio of polymorphism com-
pared to divergence is observed in a number of mitochondrial genomes and is
interpreted as segregating deleterious amino acid polymorphism [91]. Positive
and negative selection can be distinguished using frequency to infer the con-
tribution of negative selection to polymorphism [22]. As previously discussed
(ıSection 2.3), changes in effective population size and selective constraint are
expected to first change the ratio of amino acid to synonymous polymorphism
and subsequently the ratio of amino acid to synonymous divergence. Distin-
guishing between the influences of positive negative selection and drift will
provide the most meaningful understanding of how mutation, selection and
drift interact within natural populations and give rise to genome differences.
The recent expansion in human population size in combination with changes
in selective constraint provides a unique opportunity to address these issues
in humans.

4.1 Detecting selection

The McDonald-Kreitman test is a test of independence between the num-
ber of nonsynonymous and synonymous polymorphic sites to the number of
nonsynonymous and synonymous fixed differences between species [59]. If
all mutations are neutral the ratio of nonsynonymous to synonymous poly-
morphism is expected to be equal that of divergence. Positive selection is
expected to increase the number of amino acid substitutions but have little
impact on polymorphism (Figure 1). Negative selection is expected to af-
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fect amino acid polymorphism but not divergence. A change in population
size is expected to have a dynamic effect first on polymorphism and then
on divergence. As this is a non-stationary process no theoretical models of
the process have been developed. However, the magnitude of the effect is
expected to be a function of the fraction of amino acid polymorphism with
fitness effects that becomes effectively neutral for a given change in effective
population size. The larger a decrease in effective population size, the larger
the fraction of amino acid mutations which become effectively neutral and
the larger the increase in ka. The large fraction of amino acid polymorphism
found at frequencies of 1-10% in both D. melanogaster [22] and humans [21]
suggests that the effects of a change in population size on the rate of amino
acid substitution may be quite large. This makes it difficult to distinguish be-
tween positive selection and a historical change in selective constraint which
can both produce a ratio of amino acid to synonymous divergence higher
than that of polymorphism [22].

To distinguish positive and negative selection from changes in population
size, polymorphism at different frequencies and divergence must be compared
at multiple loci [22]. Because the bulk of intermediate frequency amino acid
polymorphism is likely neutral it can be used to gauge the contribution of
deleterious mutations to polymorphism by the ratio of amino acid to syn-
onymous variation at low compared to intermediate frequencies. Positive
selection can be distinguished from a change in population size by examining
numerous genes since all genes should be affected by a change in population
size but only a small fraction of genes are likely under positive selection [22].

A maximum likelihood method of estimating the strength of positive or
negative selection has been developed based on the frequency spectrum ex-
pected in an equilibrium population and divergence between species [9]. How-
ever, the method must assume an equilibrium population and the data is fit
to only a single selection coefficient, so positive and negative selection are
confounded. This framework has now been extended to estimate the distri-
bution of either positive or negative selection coefficients [7].

4.2 Application to data

A number of species now have polymorphism and divergence data at multiple
loci. The maximum likelihood estimates of 4Ns from 12 Arabidopsis genes
is between −2 and 1 and from 32 Drosophila genes is between −1 and 4
[8]. An approximate fit of the excess of amino acid polymorphism found in
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humans to that expected in an equilibrium population produced estimates
of 4Ns between −10 and −1000 [21]. The excess of amino acid divergence
between D. melanogaster and D. simulans compared to that expected based
on polymorphism suggested that about 1/3 of amino acid substitutions were
driven by positive selection [22] [76]. While a change in population size
can not account for the entire excess of amino acid divergence it may have
had some impact [22]. Sampling of genes in other species will determine the
contribution of adaptive substitutions to divergence since a numerous species
are not likely to have the same demographic history.

5 Conclusions

The number of questions limited by lack of divergence data is rapidly grow-
ing smaller. The abundance of divergence data has lead to more accurate
mutation models which are essential for estimating functional and fitness con-
sequences of amino acid mutations. However, mutation rate parameters have
yet to be fully characterized with respect to their variation within a genome
[74] [50] and between genomes [96]. Despite these uncertainties, we have re-
fined our methods of inference to the point where sites inferred to be under
positive selection or sites constrained in some orthologues or paralogues but
not in others should be experimentally tested.

Polymorphism data is also now available on a genomic level, although
limited in form. Large samples from multiple loci are needed to control for
demographic effects and better understand how purifying selection translates
into functional constraint. The intense focus on functional human polymor-
phism will no doubt put to use and require improvements on methods of
inferring selection on amino acid polymorphism. However, the best under-
standing of a protein’s evolution no doubt comes from the analysis of both
polymorphism and divergence data.

With nearly 40 years of protein evolution studies, the next frontier lies in
the study of non-coding sequences and their regulatory functions. Although
most regulatory sequences have not been identified, constraint in non-coding
regions between two genomes provides a fast method of identifying candidate
regulatory sequences once the genomes of closely related species are made
available.

Non-coding regions can by analyzed using the same types of methods
applied to coding regions. From human polymorphism surveys rates of poly-
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morphism in 5’ UTR, intron and 3’ UTR regions were found to be half the
rates found at synonymous sites [39] [10]. In contrast, rates of divergence
at 5’ UTR, 3’ UTR and synonymous sites were similar, suggesting no or lit-
tle selective constraint [58]. Many explanations are plausible but it should
be noted that different approximate methods were used to estimate rates of
variation. Examination of rates of evolution between human and mouse in
known regulatory sequences revealed substitution rates in transcription fac-
tor binding sites are 2/3 the rate of background sequences [14]. However,
the substitutions found in binding sites resulted in more than one third of
the sites being disrupted in one of the two species suggesting transcription
factor binding sites may have a high rate of turnover. Further work will no
doubt clarify the strength of selective forces acting on regulatory elements
and their contribution to human genetic diseases and adaptive evolution.
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Figure 1: Relative rate of selected to neutral substitutions, 4Ns
1−e4Ns (solid),

and heterozygosity, 2(4Ns−1+e−4Ns)
4Ns(1−e−4Ns)

(dashed) as a function of 4Ns [48].
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Figure 2: Genealogy reflecting the proportion of sequence divergence due
to segregation of ancestral polymorphism, 4Nu, and divergence after spe-
ciation, 2µt. The grey lines indicate the split of one species into two and
the black lines represent a single genealogy, consisting of polymorphism in
both the extant species, divergence since the time of speciation and ancestral
polymorphism present at the time of speciation.
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Figure 3: Frequency spectrum for sites under positive, 4Ns > 1 (green),
negative, 4Ns < −1 (red) and no selection 4Ns = 0. The frequency spec-
trum or expected number of mutations in a population as a function of their
frequency is given by φ(x) = 4Nµ

x(1−x)

(
1−e4Ns(1−x)

1−e−4Ns

)
[23] [92].
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